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ABSTRACT: First principles calculations are employed to provide a
fundamental understanding of the relationship between the reactivity
of synthetic calcium silicate phases and their electronic structure.
Our aim is to shed light on the wide range of hydration kinetics
observed in different phases of calcium silicate. For example, while
the dicalcium silicate (Ca2SiO4) phase slowly reacts with water, the
tricalcium silicate (Ca3SiO5) shows much faster hydration kinetics.
We show that the high reactivity of Ca3SiO5 is mainly related to the
reactive sites around its more ionic oxygen atoms. Ca2SiO4 does not
contain these types of oxygen atoms, although experiments suggest that impurities may play a role in changing the reactivity of
these materials. We analyze the electronic structure of a wide range of possible substitutions in both Ca3SiO5 and Ca2SiO4 and
show that while the influence of different types of impurities on structural properties is similar, their effect on reactivity is very
different. Our calculations suggest that the variation of electronic structure is mainly related to the formation of new hybridized
orbitals and the charge exchange between the impurity atoms and the bulk material. The charge localization upon introducing
impurities is quantified to predict candidate substitutions that could increase the reactivity of Ca2SiO4, which would broaden the
applicability of this lower temperature and thus less costly and energetically less demanding phase.
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■ INTRODUCTION
Calcium silicate is an important component in many minerals
and a critical material for wide ranging applications, from
building materials such as glass,1 paint, refractories,2 and
cement,3,4 to phosphorus materials for light emitting diodes,5 to
pharmaceutical products, cosmetics, and drug delivery6,7

materials among many others. As a bioactive self-setting
material, it is also an appealing candidate for synthetic bone
tissue or dental recovery and regeneration.8−10 Of particular
interest is the reaction of calcium silicate-based materials with
water, as the hydrated form is heavily used in many of the
applications mentioned above. Dicalcium silicate (C2S), which
requires substantially lower manufacturing temperatures, reacts
much slower with water than tricalcium silicate (C3S),
rendering it much less useful; yet, to this date we have very
little understanding of why certain phases react differently than
others, and even less of a clear picture of how to modify or
control the hydration. We believe that a more detailed,
accurate, and clear understanding is necessary to suggest new
paths for controlling the reactivity of these materials.
In this work, we employ first principles techniques to analyze

in detail, the structural and electronic properties of two major
synthetic calcium silicate components, Ca2SiO4 (C2S) and
Ca3SiO5 (C3S), with the particular goal of suggesting methods
for increasing reactivity of the lower temperature and thus less
costly and more environmentally friendly C2S. Our calculations
help to elucidate the key factors that give rise to the huge

difference in reaction rates between these phases. Using this
fundamental understanding, we predict the changes in the
electronic structure upon introduction of a wide range of
foreign impurities, and demonstrate a link between the
reactivity profile and the electronic charge density of the
considered phases. Our calculations suggest alternative
impurities which may be able to control the hydration kinetics
of C2S using simple chemical procedures.

■ COMPUTATIONAL DETAILS
Our calculations were performed within density functional theory
(DFT),11 using the projector augmented-wave (PAW) method12

implemented in the VASP package.13 The exchange-correlation
potential was approximated within the generalized gradient approx-
imation (GGA) using the PBE functional.14 To test the functional
dependence of our results, we also carried out calculations using the
HSE06 hybrid functional,15−18 which is constructed by mixing 25% of
the Fock exchange with 75% of the PBE exchange and 100% of the
PBE correlation energy. The strongly localized 3d-electrons are treated
by adding a Hubbard-U term varying from 1 to 3 eV (where U stands
for on-site electron−electron repulsion term) into the GGA-PBE
functional.19 The Brillouin zone was sampled with 4 × 4 × 4 k-points
in the primitive cell using a plane-wave basis set with a kinetic energy
cutoff of 500 eV, which was checked to be sufficient to obtain fully
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converged results. All structures were relaxed using the conjugate
gradient method with simultaneous minimization of the total energy
and interatomic forces. The convergence on the total energy was set to
10−5 eV, and the maximum residual force allowed on each atom was
fixed at 10−2 eV/Å.

■ RESULTS AND DISCUSSION

Among different possible structures for C3S and C2S, we mainly
focus on the M3-C3S (CM symmetry group)20 and β-C2S
(P21/C symmetry group)21 polymorphs which are the ones
most frequently observed in industrial applications. The unit
cell and computed lattice parameters of M3-C3S and β-C2S
consist of 18 Ca, 6 Si, and 30 O (6[Ca3SiO5]) and 8 Ca,
4 Si, and 16 O atoms (4[Ca2SiO4]), respectively as shown in
Figure 1a−b. All of our computed crystal parameters are in
good agreement with experimental data.20−22 Upon comparison,
in addition to the well-known Ca to Si ratio (which is 3 for C3S
and 2 for C2S), another structural difference is evident in the
type of oxygen atoms present. The first type (Oc) is covalently
bound to silicon atoms forming SiO4 groups with a bonding
distance of 1.61−1.68 Å. The second type (Oi) which only
exists in C3S is interstitial, and ionic in character, surrounded by
5 or 6 Ca atoms, and is loosely bound with a bonding distance
of 2.38−2.46 Å as illustrated in Figure 1c. In both cases all Si
atoms are part of a silicate group and all Ca atoms are ionic in
character.

The concept of local reactivity descriptors, such as the Fukui
function,23−25 is widely used in the context of DFT calculations
to investigate the chemical reactivity of a range of systems,
ranging from molecules, bulk systems, and surfaces.26−30 The
Fukui function is associated with the differential change in the
electron density of a system to an infinitesimal change in the
number of electrons under an applied constant external
potential [f(r) = ((∂ρ(r))/(∂N))v(r)]. The larger the value of
the Fukui function, the greater the reactivity of the
corresponding site.24,25 Three types of Fukui functions can be
defined for a system: (1) f +(r) for nucleophilic attack where the
system accepts charge because of an interaction with a
nucleophilic reagent. (2) f −(r) for electrophilic attack where
the system donates charge because of interaction with an
electrophilic reagent, and (3) f 0(r) for a radical attack
approximated as the average of both previous terms. On the
basis of frontier orbital theory, considering the highest occupied
molecular orbital (HOMO) and lowest unoccupied molecular
orbital (LUMO), Fukui functions can be approximately defined
as f +(r) ∼ ρLUMO(r), f −(r) ∼ ρHOMO(r), and f 0(r) = 1/
2[ρLUMO(r) + ρHOMO(r)]. For bulk systems the HOMO and
LUMO are replaced with valence band maximum (VBM) and
conduction band minimum (CBM), respectively.31

Accordingly we gain insight into the chemical reactivity of
C3S and C2S (M3-C3S and β-C2S have computed energy band
gaps of 4.1 and 5.3 eV, respectively) by analyzing the local

Figure 1. Structure of (a) M3-Ca3SiO5 (C3S) and (b) β-Ca2SiO4 (C2S) and (c) coordination of two types of O atoms. Green, yellow, red, and pink
spheres represent Ca, Si, Oi, and Oc atoms, respectively.

Figure 2. LDOS of the VBM and the CBM for (a), (b) M3-Ca3SiO5 (C3S), and (c), (d) β-Ca2SiO4 (C2S). Green, yellow, and red spheres represent
Ca, Si, and O atoms, respectively.
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density of states (LDOS) of the VBM and the CBM as they can
provide a reactivity profile of the system and site selectivity of a
reaction. The LDOS of the VBM is accumulated around Oi for
C3S whereas it is around Oc (on the silicate group) for C2S as
shown in Figure 2. Consequently, the regions of both types of
oxygen atoms exhibit a trend to lose electrons, which makes
them susceptible to undergo electrophilic attack. Since Oi

atoms are loosely bound to the system compared to Oc

atoms, our calculations suggest that they will form oxides
more easily with electrophile cations such as, H+, Na+, Mg2+,
and Ca2+. On the other hand, the LDOS for the CBM is
delocalized especially for C2S, dispersed to the regions between
the Ca and SiO4 groups and slightly accumulated on O atoms
for both phases as shown in Figure 2. Thus, there are no
significant regions that are more reactive to nucleophilic attack
(e.g., SO4

−2, OH−) which can influence the reactivity rates.
These results therefore suggest that the more ionic character,
active Oi atoms and higher Ca/Si ratio, of C3S plays the key
role in its fast reactivity with water when compared to C2S.
With this understanding of the pure phases, we now turn our

attention to possible ways to increase the ionic character of C2S
to increase its reactivity with water. As C2S does not contain
any of the Oi type atoms, one alternative method would be to
modify the delocalized nature of the CBM by introducing
impurities that cause the material to accumulate more charge in
specific regions, especially around ionic Ca atoms. An ideal
impurity for increasing reactivity should partially localize the
LDOS of the CBM allowing more charge accumulation around
some of the Ca atoms without completely localizing all the
charge on the impurity, as this will dramatically reduce the
already existing reactive sites. We begin with Mg, Al, and Fe as
the foreign oxides MgO, Al2O3, and Fe2O3 are commonly
found in calcium silicate phases, and considered the
substitutions Ca by Mg and Ca+Si by 2 Al or 2 Fe atoms,
taking into account charge balance. The typical and maximum
amount of such impurities vary with the type of atom and
calcium silicate phase.32 Thus, we employ classical force field
calculations33 to explore a wide range of substitution levels,
from 0.2 to 8 wt %, to identify favorable substitutions sites. An
analysis of these results, considering all possible sites, revealed

that the total energy varies with substitution site but does not
follow a clear trend.34

Our calculations show that structural and mechanical
properties of C2S and C3S are only slightly affected and
moreover in the same manner upon introduction of impurities
at different doping levels.34 This reinforces our earlier postulate
that the dramatic difference in the reactivity of C2S and C3S is
mainly related to their electronic structure and does not follow
the same trend as the mechanical properties. The change in the
LDOS of both the CBM and VBM is shown in Figure 3 for the
introduction of Mg, Al, and Fe impurities at ∼0.5, 1, and 2%
doping concentrations. Compared to pure C2S, the delocalized
LDOS of the CBM is altered upon Mg and Al substitution and
accumulated on Oc atoms and around the impurities. The
localization effect is stronger for the case of Al, forming a region
where most of the charge is accumulated around the Al atom
that substitutes Ca, resulting in a more reactive region for
nucleophilic attack. The LDOS of the VBM is still accumulated
on Oc atoms upon Mg and Al substitution although more
localized on the ones near the impurities. This change may
increase the reactivity of silicate groups near the impurity at the
cost of decreasing the number of sites that can interact with
electrophile cations. The picture is more dramatic for Fe, where
all of the LDOS of the CBM and VBM is concentrated on the
Fe atoms, essentially eliminating all the reactive regions. The
effect of impurities on the electronic structure is enhanced with
increasing doping level for all three impurities. Note that
although Figure 3 shows results for substitutions in C2S, our
calculations indicate similar trends for the same impurities
substituted in C3S (see Supporting Information).
The diverse variation in electronic structure upon introduc-

tion of different types of dopants can be explained by analyzing
the charge transfer and bonding character of the impurities with
surrounding atoms. A Bader analysis35−37 indicates that the net
charge on Mg atoms is +1.72e where it is on average +1.55e on
Ca atoms. Thus even though Mg and Ca have the same valence
electronic configuration, each Mg atom gives approximately
+0.17e more charge to the system. A partial density of states
(PDOS) analysis (see Supporting Information) shows that
while the LDOS of the VBM is mainly dominated by O-p
orbitals, a strong hybridization between the Mg-s and O-sp

Figure 3. LDOS of the VBM and the CBM for (a), (e) pure, (b), (f) Mg-, (c), (g) Al-, and (d), (h) Fe-doped β-Ca2SiO4 (C2S). Green, yellow, red,
and orange spheres represent Ca, Si, O, and impurity atoms, respectively. The impurity concentrations are given in parentheses.
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changes the nature of the CBM state, which together with the
extra charge transfer explains the partial localization of the
LDOS around Mg. In the case of Al substitution, two Al atoms
transfer 4.84e to the system while each Ca (1.53e) and Si
(3.08e) together transfer 4.61e to the system in the pure phase.
Thus, similar to the Mg case, each Al atom donates more
charge (on average 0.12e) but in this case as the Al pair
substitutes both Ca and Si, the asymmetry induces a stronger
partial localization. The Al-s, O-sp, and Ca-s orbitals contribute
to the LDOS of the CBM. For the case of Fe, two Fe atoms
donate 2.42e instead of 4.61e (Ca+Si) and thus reduce the
charge transferred to the system per impurity atom by 1.10e.
The PDOS analysis indicates that while the electrons from Fe-s
orbitals are distributed among the whole unit cell, Fe-d orbitals
strongly hybridize with O-p orbitals and charge is completely
localized around the Fe atoms.
Thus far, our results are encouraging regarding the original

motivation of increasing the reactivity of C2S, since the
electronic structure clearly shows a strong dependence on
introduction of impurities. Experimentally, a recent study38

reports increased hydration kinetics for Al doped C2S and slow
reactivity upon substitution of Fe, which supports our
predictions of reactivity based on the changes in electronic
structure. In the case of C3S, there are contradictory
experimental studies suggesting both an acceleration39 and
slowing down40 with Al substitution. Similarly, a slight
increase,39 decrease41 or no change42 in reactivity is reported
upon MgO incorporation into C3S. These discrepancies could
be due to differences in the measurement techniques or
experimental conditions, such as the cooling rate, particle size,
and molar ratios. According to our predictions, the reactivity of
C3S should not vary much with Mg incorporation, as it does
not alter the electronic structure with respect to the pure phase.
Fe substitutions significantly reduce the reactive sites via
complete localization of both the VBM and CBM, in good
agreement with all experimental findings.38,39,42

Using the understanding gained in the above analysis of Mg,
Al, and Fe doped C2S and C3S, we next turn to the prediction
of alternative impurities that could modify the electronic
structure, and try to quantify the obtained results toward our
original goal of increasing the reactivity of C2S. We explored a
vast range of impurities by substituting (i) Ca by alkali and
earth alkali atoms, (ii) Si by group IV and III−V atoms, (iii) Ca

+Si by group III and I−V atoms, (iv) Si+O by group III−VII
atoms, (v) Ca+O by group I−VII atoms, and (vi) O by group
VI atoms. A complete list of substitutions is shown in Figure 4.
As the partial charge localization of the VBM and CBM play

a key role in predicting the influence of a given impurity on
reactivity, we attempt here to quantify the localization. In our
calculations, the VBM and CBM correspond to separate bands
each of which holds 2e spread over the cell volume. The LDOS
plots in Figure 3 correspond to the charge normalized over the
volume. Accordingly, since both the charge and volume are
fixed, the maximum isosurface value (MIV) (in units of e/Å3)
increases with localization, and a comparison of MIV-pure and
MIV-doped phases should represent the trend of how the
spread of charge changes with respect to the pure phase. We
define the localization (η) as the ratio MIV-doped/MIV-pure
and consider η = 1 for the pure case. The computed values of
η for all the substitutions considered are shown in Figure 4.
According to our definition η = 1 corresponds to no local-
ization, and an LDOS analysis of the CBM points out that η > 4
corresponds to complete localization on the impurity atom(s).
Thus, we can postulate that a region of η that could lead
to enhanced reactivity would be 1 < η < 4 which is therefore
highlighted in Figure 4. By this analysis we are able to eliminate
the substitutions which would clearly decrease reactivity
because of strong localization, and also identify possible
candidates which may increase reactivity. As can be seen in
Figure 4, some candidate substitutions for enhancing reactivity
based on our calculations would be Li, K (alkali), Be, Sr (earth
alkali), B, Al (group III) and BP, AlP (group III−V), and LiP
(group I−VII).
As already discussed, this localization trend of the CBM is

mainly related to the electron exchange between the impurity
atom and the rest of the system. To quantify the charge
localization with respect to charge donation/gain (Δρ), we
defined a relative Bader charge (ρrel) which is equal to
Δρimpurity/Δρreference where Δρimpurity and Δρreference are the
average Bader charge of the impurity atom or pair and the
substituted reference atom (Ca, Si, O) or pair (Ca+Si, Ca+O, Si
+O), respectively. The inset in Figure 4 clearly indicates that
the candidate impurities (for which partial localization is
observed) lie in the region ∼ ± 20% of ρrel = 1. In a similar
manner if the impurity atom holds its charge (except group VI
and VII elements) and consequently donates significantly less

Figure 4. Variation of charge localization (η) with type of impurity atoms or pairs. The highlighted region corresponds to the interval (1 < η < 4)
where partial localization occurs that could lead to enhanced reactivity. The inset shows the variation of η with relative Bader charge (ρrel) which is
equal to Δρimpurity/Δρreference where Δρimpurity and Δρreference are the average Bader charge of impurity atom or pair and the substituted reference atom
(Ca, Si, O) or pair (Ca+Si, Ca+O, Si+O), respectively.
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charge than the substituted atom, then the density is mainly
accumulated on the impurity atom and complete localization
occurs.
The PDOS analysis indicates that, except for Fe, while the

valence states close to the Fermi level are only slightly affected
by impurity doping, the conduction states are significantly
modified. For the cases where strong charge localization (or
high η values) occurs, the common feature is the formation of
new conduction states upon hybridization of impurity-s,
calcium-s, and oxygen-p orbitals. Partial charge localization
occurs when the Ca and impurity contributions are balanced,
and complete localization occurs when the impurity contribu-
tion starts to dominate. Fe is exceptional, as it also contains
valence d-electrons that strongly hybridize and thus strongly
alter both the valence and the conduction states. Another
interesting feature is the variation of the electronic band gap
which is inversely proportional to η. Upon formation of new
valence states, the electronic band gap closes when compared
to pure C2S, and charge localization increases. The system
becomes almost metallic for the Fe case where the strongest
localization is observed (see Supporting Information).
It is important to note that although our detailed electronic

structure analysis of various impurity combinations sheds light
on important fundamental aspects of the reactivity profile of
calcium silicate phases, additional effects could also play an
important role. For example, defects in addition to impurity
substitutions, surface reconstruction in addition to bulk
surfaces, and solvent effects (such as water) in addition to a
vacuum environment should also be considered.

■ CONCLUSION

In conclusion, we used density functional theory calculations
to provide a fundamental link between the reactivity of the
calcium silicate phases and their electronic structure. We
showed that the high reactivity of C3S is mainly related to the
reactive sites around the more ionic oxygen atoms which
are loosely bound to the system. Our calculations show that
while the influence of different types of impurities on struc-
tural properties is similar for C2S and C3S, their effect on the
electronic structure is very different. These differences are
shown to influence the reactivity in these materials, and good
agreement with available experimental data is demonstrated. By
quantifying the charge density localization of the VBM and
CBM for a large set of potential substitutions, we predict
several candidates that could influence the reactivity of C2S. It
is our belief that the kind of fundamental understanding gained
here, which relates the reactivity of the building blocks of many
minerals to chemical substitutions can help to accelerate and
guide future theoretical, experimental, and industrial research
toward high performance materials with desired properties.
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